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0 Introduction to Business Statistics with Excel and JASP 
Files needed: 

JASP-0.8.6-Setup.exe 
chapter0.xlsx [Excel file] 

chapter0.csv [comma-separated-values text file] 

0.1 Introduction to Business Statistics 

Modern organizations make use of lots of data. While some have a strong belief in the information 

contained in data sets, others tend to shy away from numbers and rely on intuition. In the era of Big Data, 

the divide between these two groups is fading.  

In a 2012 article in the Financial Times, Steve Jones referred to Big Data as the fourth factor of production, 

next to the traditional three factors (land, labor and capital), and in doing so hinted at the end of this 

divide: 

“As the prevalence of Big Data grows, executives are becomingly increasingly wedded to numerical insight. 

But the beauty of Big Data is that it allows both intuitive and analytical thinkers to excel. More 

entrepreneurially minded, creative leaders can find unexpected patterns among disparate data sources 

(which might appeal to their intuitive nature) and ultimately use the information to alter the course of the 

business.” 

Steve Jones, Financial Times, December 2012 1 

Regardless of the extent to which you believe in the power of data, data is a fact of life to managers. In 

order to make better decisions and communicate clearly, it is essential for managers to be able to extract 

information from data. Even though extracting information from data is often left to specialists, a basic 

understanding of statistics is a requirement for managers at all levels. 

This module is about basic business statistics. The adjective “basic” does not imply that it’s easy! Mastering 

the basics is a prerequisite for proceeding into more advanced statistics. But here, we will stick to the 

basics. 

The field of statistics can be broken down into two parts, broadly speaking.  

The easier part is descriptive statistics. Here, the challenge is in summarizing a large amount of data. For 

example, in your studies you get grades for the various modules that make up the curriculum of your 

studies. After finishing all modules, you have grades (say, scores between 0 and 100) that you can briefly 

summarize using an average score; the minimum and the maximum of your scores; the number of scores 

above the passing level of 60; and so on. 

In inferential statistics, we assume that the data at hand are sampled from some bigger population. For 

example, in a survey we can ask a sample of consumers to rate our product. Apart from describing the 

                                                           
1 See https://www.ft.com/content/5086d700-504a-11e2-9b66-00144feab49a, last accessed on 14 July 2018 

https://www.ft.com/content/5086d700-504a-11e2-9b66-00144feab49a
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mean rating of the sample, our interest is in using the sample results to make a statement about the 

population of all consumers.  

We can go one step further, and raise the question how likely it is that consumers prefer our product 

(defined by, for example, giving a score of at least 4 on a 5-point scale) given our sample outcome. We are 

then “testing hypotheses” based on samples, and that’s where statistics gets tough!  

Our aim is to provide you with an intuitive understanding, just enough to deal with the vast majority of 

real-life challenges that managers encounter. 

In (business) research, our main interest is normally in studying relationships. As a marketing manager, 

you are interested in the relationship between units sold on the one hand, and decreasing prices or higher 

marketing budgets on the other. Or, as an HRM manager, you are interested in the impact of training on 

employee productivity. We will introduce statistics on relationships between two or more “variables”, 

using a technique that is, in a sense, the mother of many more advanced statistical techniques. 

Statistics cannot be effectively studied without a tool. The tool that we will use is JASP. 

0.2 JASP Introduction 

JASP provides an environment within which many basic and advanced statistical techniques have been 
implemented.  

Why JASP? 

In your daily work you probably use spreadsheet programs like Excel. Although Excel can be used for simple 
data sets and basic statistics, the program is not ideal for statistical tasks.  

In this module, you will make use of both Excel for data entry and data manipulation, and both Excel and 

JASP for carrying out basic statistical tasks.  

The advantages of JASP are that it is “just enough” and focuses on only the most frequently used 
techniques; it is very user-friendly, and easy-to-learn; and it is free of cost.  

Click here for an introduction to JASP. From the introduction, you can go to the download page. 
Alternatively, you can use the set-up file included in this module. 

https://jasp-stats.org/2018/06/20/introducing-jasp-0-9/
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Figure 0.1: Introducing and Downloading JASP 

The latest version of JASP is 0.9. However, make sure to download version 0.8.6, as, at the time of writing, 
the latest version contained some bugs. And version 0.8.6 works perfectly for all examples in this manual. 

0.3 On This Manual 

In this manual we will introduce JASP following the recommended textbook by Landers2. All examples of 
Landers will be replicated using JASP, and in the process you will become familiar with the program.  

 

Figure 0.2: The lay-out of JASP 

                                                           
2 Landers, R.N. (2013). A Step-by-Step Introduction to Statistics for Business. Sage Publications 
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The standard menu consists of just two tabs: Files, and Common. You can add tabs, but for this module, 
the standard menu suffices. 

Under the Files tab, you can open recent files; open new files using the browse option; or use sample files 
provided by JASP.  

Data files come in many formats. Software packages may have their own formats, and are able to read 
several formats including data in Excel.  

JASP only reads text files, in comma separated values (CSV for short) or tab delimited formats. CSV-files 
are commonly used. CSV-files are plain text files, where the data are separated by commas. These files 
typically have the extension csv. Excel-spreadsheets can be saved in CSV-format. 

Let’s look at a simple example. Suppose you have a small data set on pizza deliveries, stored in Excel. In 
the first row, you store the names of the variables (or columns). In the next rows, you key in the data of 
four deliveries. The data indicate that customer 3, who lives three miles away ordered one small pizza on 
Friday, for 1 €.  

 
Figure 0.3: Sample Data in Excel 

Excel files cannot be directly by JASP, and first have to be stored in CSV-format. This is easy enough. Just 
open the Excel file; go to <File><Save As>, browse to the folder where you want to store the data, and 
then use the option CSV, as in the figure below.  
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Figure 0.4: Save Data in CSV-Format 

Some dos and don’ts when keying in your data in Excel: 

▪ When keying in your data in Excel DO use the first row, and no more than one row, to name the 
variables (or columns); 

▪ For variable names DO use short words or codes; 

▪ In variable names, DO NOT include spaces, like in “Number of Pizzas”. Use Number or NoP or whatever 
instead;  

▪ When keying in data in Excel, DO make use of numerical codes. Even in the example below, avoid string 
variables, for size and day; it is easier to use codes from 1 to 4, for small to extra-large pizzas, and 1 to 
7 for days of the week.  

The charm of statistical packages is that you can add more telling labels to anyway. 

You are probably a very busy researcher, with many projects. It is highly recommended that you create 
folders for each and every project where you store all the files (maybe in subfolders) related to that project.  

Once the data are stored in CSV-format, the next step is to open JASP and use the browse option under 
<File><Open><Computer> to read the CSV-file.  

 
Figure 0.5: Browsing in JASP 

In Windows, the file is shown with an icon that looks like:  
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The “X” in the icon makes you think that the file is an Excel file, but it’s a comma-separated-values text file 
that can be opened in Excel.  

After clicking on the file, it will open. Your screen should look like this. 

 
Figure 0.6: Open a CSV-file using 

Self-test 

Make a data set in Excel of 10 of your friends and family members, and record their age, gender, length, 
and hair color. Save the data set, and then read the data into JASP.  

Try to find a way to get the average length! 
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1 The Language of Statistics  

Files needed: 
chapter1.xlsx 
chapter1.csv 

sally.xlsx 
sally.csv 

sallyForJASP.csv 

1.1 Getting Data into JASP  

On page 16/17 of Landers there’s an example of a data set.  

 

 

Figure 1.1: Example of a data set (Landers, 2013: 16) 

Many researchers use Excel to key in their data. We have done the job for you, in chapter1.xlsx. Open the 
file in Excel, and have a look! As explained, you have to save the file in CSV-format, in order to be able to 
read the data in JASP.  

 

Figure 1.2: Data for Chapter 1 (in Excel) 
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Figure 1:3: The data imported in JASP 

Descriptive information can be obtained using the <Descriptives> tab. You can click on the variables that 
you want to describe, and click them to the Variables column. The moment you do so, the Results screen 
on the right will show the number of valid and missing cases; the mean (average) value; the standard 
deviation; and the minimum and maximum value. 

Let’s ask for descriptive information on variables Q1 to Q3.   

 
Figure 1:4: Descriptives in JASP 
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Figure 1:5: Default Descriptives of Variables Q1-Q3 

Variable Q2, for example, has a mean value of 2.571, and there are 7 valid (non-missing) values. Since variable Q3 is 
a text variable, it is not possible to show its mean value, as explained in the note to the table.  

In the options part at the bottom, you can ask for frequency tables, as would be relevant for Q3. You can opt for 
additional descriptive statistics like median and mode, and ask for plots. For example, we tick the option frequency 
tables, and add the median value. Part of the output is shown in figure 1.6. The default options (e.g. Mean) are ticked; 
you can suppress them by unticking the boxes.  

 
Figure 1:6: Extra Descriptives of Variables Q1-Q3 

A nice feature is that you can copy parts of the results page, and paste them into a Word document (your thesis or 
report). See the bar chart for Q3 in the figure below. 
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Figure 1:7: Bar Chart for Q3 

1.2 Data Skill Challenge 

Landers, page 20, Data Skill Challenge 3 

Here are Sally’s data for her first four pizza deliveries (Customer ID; Size of Pizza Ordered; Number of 
Pizzas Ordered; Day of the Week; Distance from Store; Time of Day; Total Price): 

Customer 1: Large, 1, Thursday, 2 km, evening, £2 

Customer 2: Medium, 2, Thursday, 4 km, evening £3 

Customer 3: Small, 1, Friday, 3 km, afternoon, £1 

Customer 4: Extra Large, Friday, 1 km, evening £4 

Task: Enter the data in Excel, and read the data into JASP  

Extra 1: Add new variables; change variables 

Extra 2: Summarize the data (number of deliveries by day; average amount spent; and so on) 

Extra 3: Sorting your data 

Solutions 

Reading the data 

If you don’t feel like keying in the data (in Excel, or in JASP) then feel free to import the file sally.csv in 
JASP. Or, to get some practice, first save sally.xlsx in CSV-format and then read the data in JASP.  

This is what the data looks like. 

 

We can summarize information and compute means. 
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The mean distance is 2.5 (kilometers). The distance ranges from a minimum of 1 to a maximum of 4.  

The mean size of a pizza we do not know, since it’s coded as a string variable. The customer identifier is 
coded numerically, but interpreting the mean is pointless. 

It would be more elegant to leave out customer, size, day and time from the descriptives. For these 
variables, you can ask for frequencies and suppress information on mean, minimum and maximum. 

 

Extra 1: Add new records or variables; change variables 

JASP does not offer a direct way to edit data, or to generate new variables in your data set. You have to 
do this in Excel. But luckily, you can use the synchronize (Sync data) facility. If you double-click on the data 
panel, the CSV-file will open in Excel. You have access to all functions in Excel. 

As an example, assume that we have the distance in kilometers but we want to have a new variable that 
gives the distance in miles (1 mile ~ 1.6 km). To create dist2 we add a column, and use an Excel function 
to compute the distances in miles. 
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Upon saving the CSV-file (sallyForJASP.csv, in order to keep the original data intact), the new variable is 
added automatically to the data in JASP (after using Sync Data under File).  

One warning: the CSV-file stores the values rather than formulas, so in order to keep the overview of 
everything you have done (like the formulas in the table above), you would have to note it down 
somewhere else.  

The best option is to make all changes in the Excel (*.xlsx) file, and add a worksheet with notes, comments, 
and so on. The Excel-file will keep the formulas.  

Next, store the worksheet containing the data as a CSV-file, and read that one in JASP.  

 

Self-test:  

Suppose that all distances (in kilometers; and converted into miles) were incorrect, since Sally first has to 
pick up the pizzas from the kitchen which is an extra mile drive. To make that correction, add 1 (mile) to 
dist2.  

In the same way you can add data for additional respondents. Suppose that a new customer orders one 
large pizza, on a Wednesday morning; all other data for this delivery are missing. 
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Double-click on the data panel, or go to the CSV-file if it’s still open. Add a new line of data, save the file, 
and the new data are immediately visible in JASP. The missing values are shown as a dot, and will be 
interpreted as missing when describing the data. 

 

Extra 2: Summarize the data (number of deliveries by day; average amount spent; and so on) 

All descriptive statistics are readily obtained under the Descriptives tab. Use the default settings first, and 
start experimenting with the various options. Ticking or unticking options takes immediate effect on the 
results displayed in the righthand side window. 

You can break down the descriptive information for one or more variables, by one variable. For example, 
you can analyze the number of orders per day of the week. The results below indicate that the average 
number of pizzas ordered is the same (1.5) on both days for which we have information. We do not have 
information on the number of pizzas ordered on Wednesday, and a “NaN” (Not a Number) is displayed 
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Extra 3: Sorting your data 

JASP cannot sort the data for you. Again, you have to open the data in Excel (in CSV-format), and use the 
Excel-functions to sort the data, and then save the data. The sorted data are now shown in JASP. For 
sorting on the variable size:  

 

To summarize: click on Sync Data under the <File> tab. Then make the changes in the CSV-file, and save 
the file. The changes will show in JASP.  

Self-test 

Open the CSV-file that you have created in the previous chapter in JASP, with data on your 10 friends and 
family members. 

You have recorded their age, in years. Now generate a new variable that contains their age in 10 years 
from now.  

Advanced: if you have recorded length in centimeters, convert it to feet and inches (in new variables)! For 
example, 180cm is equivalent to 5’11’’ (5 feet and 11 inches, rounded to nearest integers). 

Sort the data set in descending order of age.  

Summarize age, for male and female persons. 
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2 Working with Numbers and Graphs 

Files needed: 

chapter2freq.xls 
chapter2freq.csv 

chapter2case.xlsx  
chapter2case.csv [data, n=1,334] 

chapter2dsc.csv 
chapter2dscJ.csv 

alienation.csv [data] 

2.1 Descriptive Information 

Sometimes you have to key in your own data. But at other times somebody has already done the job for 
you! On page 27 of his textbook Landers introduces a list of muffin purchases. The list was entered into an 
SPSS data file by Landers, and converted to a CSV-data file named chapter2freq.csv3.  

Muffin Purchases 

Chocolate 

Chocolate 

Banana Nut 

Apple Cinnamon 

Chocolate 

Banana Nut 

Apple Cinnamon 

Apple Cinnamon 

Chocolate 

Bran 

Apple Cinnamon 

Banana Nut 
Figure 2.1: The data in chapter2freq.xlsx 

On page 27 Landers presents a simple frequency table. It looks like: 

 

(Source: Landers, 2013) 
Figure 2.2: An Example of a Frequency Table 

                                                           
3 There are several ways to transfer data from one format to the other. A very handy package is StatTransfer which 
has the capability to convert any format into any other format. A (free) alternative is to use the foreign package in R 
that enables you to read most formats and convert them into readable formats. Please refer to our module on Basic 
Statistics for Business Using R for detailed information. 

Value f rel. f cum. f

Apple Cinnamon 4 4/12 = .33 4/12 = .33

Banana Nut 3 3/12 = .25 7/12 = .58

Bran 1 1/12 = .08 8/12 = .67

Chocolate 4 4/12 = .33 12/12 = 1.00
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In the table you can read the frequency of the various flavors sold (4 times Apple Cinnamon); the 
cumulative frequency (7 times apple cinnamon or banana nut); the relative frequency (0.33 or 33% of the 
muffins sold are chocolate flavor); and the cumulative relative frequency.  

In JASP you can obtain the same information using Descriptives.  

 
Figure 2.3: Frequency Table in JASP  

2.2 Graphs 

2.2.1 Bar Chart 

We will illustrate how the graphs in Landers can be replicated. 

First of all, we want a bar chart like in Landers, page 29.  

 
Figure 2.4 Bar Chart (Landers’ example) 

The bar chart is obtained by opening the Plots options, and clicking on Distribution Plots. 

Bar Chart of Muffin Purchases

4

3

2

1

0

Apple Cinnamon Banana Nut Bran

Muffin Type
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u
n

t

Chocolate
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Figure 2.5 Bar Chart (Landers’ example) 

You will notice that the long labels “Apple Cinnamon” and “Banana Nut” do not fit on the horizontal axis, 
and parts are omitted. That would look bad in your report. For cosmetic reasons, you can add a new 
column with short labels in your CSV-file, and sync it to JASP. For example: 

 
Figure 2.6 Bar Chart – with edited labels 

Advanced: recoding data using Excel 

Here, we are “recoding” data. In statistics, we often want to recode our data. In the example above, we recode the 
existing codes containing long labels one-to-one into shorter labels. In Excel, we can achieve this using the vlookup() 
function. 

We will do it step-by-step. 

1. Open the Excel file chapter2freq.xlsx.  
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2. The first column contains the long labels. We want to add a second column containing shorter labels using a 
recoding scheme (in which, for example, “Apple Cinnamon” is recoded into “AC”)  

3. The recoding schemes are in a separate worksheet, recode. In the range A11:B14 we add the original codes in 
column A and the new codes in column B. In cells A3:B9 we have used a pivot table, just to get a sorted list of all 
original codes in our data.  

 

4. We name the range A11:B14 in recode as RecodeMuffin 

5. In the worksheet with data, we add a second column MuffinShort, based on a VLOOKUP() formula. The formula 
looks up the value in column A, and then looks up that value in RecodeMuffin, the recoding scheme in the 
Recodings worksheet. It returns the value in the second column of the recoding scheme. 

 

Figure 2.7 Recoding in Excel using VLOOKUP() 

 

2.2.2 A Bigger Data Set 

The data set 

Normally we have data sets with more observations, and more variables than in the simple examples used 
so far.  

The example of Landers contains no less than 1,334 records. 
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Figure 2.8: Frequency Table (Landers’ example; page 43) 

The data are in chapter2case.csv. Read the data in JASP, and using Descriptives, you get: 

 
Figure 2.9: Frequency Table in JASP  

Bar chart 

Let’s make a bar graph of store. As expected the full labels do not fit on the x-axis. Using Excel, we have 
added a column with just the first character of the label. 

To accomplish this in Excel, you can use the LEFT() function, as shown below, or alternatively use recoding 
via VLOOKUP(). Again, save the data and they are synced to JASP.  

 
Figure 2.10: Creating Short Labels 

Label Value f rel. f cum.f

Art Supplies 1 148 0.11 0.11

Discount Clothing 2 44 0.03 0.14

Electronics 3 309 0.23 0.38

Household Goods 4 118 0.09 0.46

Jewellery 5 123 0.09 0.56

Men’sFashion 6 37 0.03 0.58

Sporting Goods 7 151 0.11 0.70

VehicleParts 8 125 0.09 0.79

Video Games 9 48 0.04 0.83

Women’sFashion 10 231 0.17 1.00
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Figure 2.11: Bar chart 

Histogram 

Minutes spent on websites, is a continuous variable. Rather than a bar chart, we use a histogram to show 
the frequency or the density of ranges of minutes spent on the websites.  

The width of the bins is set by default, and cannot be changed in JASP.  

 
Figure 2.12: Histogram 

As an alternative to a histogram for depicting distributions, you can opt for a box-plot. We will postpone 
that to the chapter on ANOVA.   

Scattergram 

The challenge in statistical research starts when we start analyzing relationships between two or more 
variables.  

In our example, the obvious interesting questions are about the type and strength of the relationship 
between minutes spent on a website on the one hand, and the number of purchases on the other. We can 
show the relationship graphically in a scattergram. 

The commands below reproduce the scattergram on page 63 of Landers.  

Rather than using Descriptives, we use Regression. Under Regression, click on Correlation Matrix. Click 
the two variables of interest, to the right panel. Next, select the options you’re interested in. Here, we 
have selected the plot for the correlation matrix, and added some statistical information. 

From the graph it is clear that there is a positive correlation between the two variables: the number of 
purchases goes up with minutes spent on the website. As a measure of strength of the relationship, the 
correlation coefficient is computed. We will come back to that in the chapter on correlation. The 
correlation is significantly different from zero, indicating that the positive relationship that we have found 
is not coincidental.  
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Figure 2.13: Scattergram 

The problem with the graph is that, even though we have no less than 1,334 records, you only see a much 
smaller number of dots. How come? The data are recorded in discrete units: people spend one, two, three, 
et cetera minutes on websites and make one, two, three et cetera purchases. As a consequence, all 
occurrences of, say, 3 minutes spent on the website and 2 purchases made are represented by one single 
dot!  

To get a better view of the density, researchers add some “jitter”: a small random deviation from the actual 
values in the data set: (3; 2) for example may become (3.05; 1.95). This option is implemented in STATA, 
and in R packages.  

Advanced: adding jitter 

You can add jitter to the variables, in Excel. We have used the RANDBETWEEN(bottom,top) function. The 
function adds a random number between bottom and top. Since we want to center the random deviation 
around the actual values, be pick a negative and a positive number of the same absolute value, for example 
-5 and +5. Since -5 and +5 would add deviations that are very large relative to the actual numbers we divide 
the random number by a scale factor (say, 5). In order to experiment with different values, we store these 
three values (for bottom, top and scale) in a separate worksheet. Be sure to do this in Excel sheet, so that 
the formulas are stored!  
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Figure 2.14: Adding Jitter to your Data 

Remember that adding jitter, is only done for cosmetic reasons: your scattergram will look better! The correlation 
coefficient to be reported is the one based on data without jitter. If you repeat this exercise, your values will be a little 
different from mine: the random numbers will be different after each calculation. 

 

Figure 2.15: Scattergram with Jitter 

2.3 Data Skill Challenges 

Task 1 (Data skill challenge 3, Landers, page 65) 

Consider the following dataset and create a data frame. 

Sales in Chinese Yuan: 200000; 125000; 180000; 170000; 210000; 190000; 220000; 180000 

Depict the data in a histogram! 

The data are in chapter2dsc.csv.  

In cases like this, since all figures end with three zeroes we might as well skip them. When drawing a 
histogram, JASP computes defaults for number of bins, and the width of the bins.  

Even if we tell JASP that the variable is continuous, the limited number of unique values causes the 
program to produce a bar chart, rather than a histogram. In a histogram, the values on the x-axis can be 
interpreted as distances. But the distance between 125 and 170, should be larger than the distance 
between 170 and 180!  
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You can click on the variable in the data panel, to change the type of variable. You can define the variable 
as Continuous, Ordinal or Categorical. From its contents, JASP would interpret salesYuan as categorical 
(each value is a code for a group), while actually it should be interpreted as a number (sales can be any 
number in the range from 0 to infinity). As indicated, even changing the type of variable to Continuous 
does not have an effect on the plot that we get. 

 

 

This problem is a minor one. If we create a data set with more (32) unique numbers, then we do get a 
histogram. In the example below, we have replicated the eight records four times, and added a random 
number between 0 and 20 to each record. The data can be found in chapter2dscJ.csv.  
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Task 2 

Open the file “alienation.csv” 

The file contains data on alienation from society, and on income. 

▪ Summarize the data (how many records do we have? What’s the mean of income and alienation? And the 
minimum and maximum values?) 

▪ Display the distribution of the two variables, graphically 
▪ Display the relationship between the two variables, graphically, and add a line of best fit!  

Distribution plots 

alienation 

The data can be displayed graphically.  

 

We can build a histogram for income.  

Distribution plots 

income 

 

On the axis, the value for 100,000 is displayed as 1e+05 (the so-called scientific notation, which stands for 
1*105). In your report, you can avoid this by adding a column for income in thousands of units (dollars, or 
euros).  
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The relationship between the two variables can be shown in a scattergram.  

Correlation Plot 

 
Since we have a limited number of observations (100) and at least one of the variables (income) is 
continuous, most of the points are unique, and do not overlap with other points. You can add some jitter 
yourself, by adding a column (alienJitter) in Excel that adds a random positive or negative deviation to the 
original value of alienation, using Excel’s RANDBETWEEN() function.  
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3 Central Tendency and Variability 

Files needed: 
chapter3.xlsx 
chapter3.csv 

chapter3_dsc1.xlsx 

3.1 Looking at the “Distribution” of Your Data 

The data for chapter 3 (Landers, page 66-67) represents ratings by 20 restaurant-goers of the eight dishes 
on the menu of a restaurant.  

According to the text, a 7-point scale was used, but since there are no values 
larger than 5, this is either a mistake in the text or the quality of the food was 
not that good.  

 

 

 

We open the CSV-file (chapter3.csv) and show the data.  

 
Figure 3.1: The data for chapter 3 

We describe the data, and add some options (skewness and kurtosis). 
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Figure 3.2: The data for chapter 3 in JASP  

The mean of a distribution is simply the sum of values divided by the number of values. The mean (or 
average) is a widely used measure of the central tendency of a distribution. 

𝑥̅ =
∑ 𝑥𝑖

𝑛
 

The Σ (sigma) is the Greek letter “S”, and is the operator used for computing the sum of values. Here, we 

compute the sum of all grades (i = 1 to 6). The ”n” is the number of observations. 

For example, if your grades for 5 modules are: 5, 5, 6, 7, 9, then your mean (or average) grade is the sum 
of all grades (32) divided by the number of grades (5), or 32/5 = 6.4. 

An alternative measure of central tendency is the median. Your median grade is the grade that is exactly 
in the middle of the distribution. To compute the median, you first sort the grades from lowest to highest. 
The median is the 3rd observed grade in the sorted list, as it has as many observations to its left as to its 
right; the median is therefore 6. In case of an even number of observations, we pick the mean of 
observations n/2 and n/2+1. For example, if you would complete your 6th module with a grade of 9, then 
your sorted list of grades is 5, 5, 6, 7, 9 and 9. The median is in between the 3rd and 4th observation; we 
take the mean of both, (6+7)/2 = 6.5.  

Let’s use JASP to do the same. The sum of grades is now 41. The mean is 41/6 = 6.83. The median is, 
indeed, 6.5. 
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Figure 3.3: Mean, median and sum 

As a measure for variability or dispersion in the data, we can use simple methods like minimum and 
maximum, and range (maximum minus minimum). In our example, the grades are between 5 and 9, and 
therefore the range is 4.  

Widely used measures of dispersion, are the variance, and its square root the standard deviation. These 
are defined as:  

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = 𝑠2 =
∑(𝑥 − 𝑥̅)2

𝑛
 

𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = 𝑠 =  √𝑠2 

In the formula for variance, the numerator computes the sum of squared deviations from the mean. The 
closer the grades are to their mean, the lower the variance (dispersion). In the extreme situation of all 
grades having the same value (say, a grade of 6 for all modules), the mean grade (6) is identical to each 
and every grade, and the deviations are all zero. The variance and the standard deviation too would be 
zero.  

Since the variance is measured in squared units, the standard deviation, as the square root of the variance, 
is in the same units as the variable.  

Why is the standard deviation so important? Many phenomena in life are “normally distributed”. A normal 
distribution is characterized by a symmetric, bell-shaped curve, fully determined by its mean and standard 
deviation. That is, if you assume a distribution to be normal, knowing the mean and the standard deviation 
makes it possible to make probability statements. If length is normally distributed with a mean of 180cm 
and standard deviation of 10cm, then we can deduce that 2.5% of the population is taller than 200cm. 
Referring to the figure below: 95% of the population is in between 180cm minus twice the standard 
deviation (10cm), and 180cm plus twice the standard deviation, that is between 160 and 200cm; 5% is 
smaller than 160cm or taller than 200cm. Since the distribution is symmetric, 2.5% is taller than 200cm.  
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Figure 3.4: The Normal Distribution 

This principle is very important, especially in inferential statistics, as we shall see. Often, our empirical 
distributions are not perfectly normal, and therefore we want to test how likely it is that our sample is 
drawn from a normally distributed population. One test is based on the shape of the distribution, as 
revealed by its skewness and kurtosis. 

Skewness is a measure of lack of symmetry. A distribution is symmetric if it looks the same to the left and 
right of the center point. Kurtosis is a measure of whether the data are heavy-tailed or light-tailed relative 
to a normal distribution. Distributions with light tails, tend to have a high peak in the center of the 
distribution; a high kurtosis indicates a high peak. 

For a normal (symmetric) distribution the skewness equals zero; the distribution is symmetrical around 
the mean. Left and right tailed distributions have negative and positive skewness, respectively.  

 
Figure 3.5: Skewed Distributions 

The normal distribution has a kurtosis of 3. However, some software packages like JASP redefine the 
kurtosis as centered around zero, simply by subtracting 3. A positive (negative) kurtosis then indicates that 
the actual distribution is more (less) peaked than expected in a normal distribution.  

 
Figure 3.6: Kurtosis 

Going back to our data on dishes, the positive (right) skew and strong peak in dish1 can be illustrated by a 
bar chart. Check the value for skewness and kurtosis in figure 3.2! 
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Figure 3.7: Skewed Distribution 

We compute (in Excel) a new variable for the average of the eight columns (or variables) dish1 to dish8. 
Save the file (in CSV-format), and the new variable will be synced to JASP.  

 
Figure 3.8: Average Scores over 8 Dishes 

According to output, dishtot is slightly skewed to the right, and the kurtosis is 0.35 (after deducting 3) 
which is close to that of a normal distribution; the peak in the distribution is somewhat higher than 
expected under a normal distribution.  
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Figure 3.9: Distribution of dishtot 

In the histogram we can add a normal curve when using other packages like STATA to visually check how 
close the actual distribution is to a normal distribution. JASP flexibly fits a kernel density function.  

 

 
Figure 3.10: Histogram, Fitted Normal Curve, and Kernel Density 

The graph indicates that the distribution only remotely resembles a normal distribution. We have too few 
observations on the left and too many on the right. These deviations may be coincidental. We have a small 
sample of 20 respondents, and it may not be that unlikely that sampling 20 cases out of a normally 
distributed population, results in the observed outcome. One test of normality is based on skewness and 
kurtosis. 

The test is not implemented in JASP, but there are many online tools that can help you out. One such tool 
can be found here. You can copy your data (from Excel) and paste it in the box, and the results are 
displayed. The interpretation is that, assuming that the data are sampled from a normal distribution, it is 

http://sdittami.altervista.org/shapirotest/ShapiroTest.html
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not unlikely to get these results; we don’t have a strong reason to reject the null hypothesis of a normal 
distribution.  

 
Figure 3.11: Normality Test Using Online Tools 

Landers discusses the mean, the median and the mode of a distribution, as measures of central tendency. 
As we have seen, the mean is the sum of all the values divided by the number of values; the median is the 
midpoint of the distribution; the mode is the value that occurs most frequently. 

The mode is not very popular in social and economic studies. There are two reasons for not using the 
mode. One important reason is that values may be unique. People’s incomes may be similar, but due to 
many factors there may be only one person who earns US$ 36,788.26. Maybe there’s not even one. The 
mode is not useful in case of many unique values – which is typical for continuous variables. Another 
reason is that a distribution may have two or more modes. 

The mode is an option in JASP’s Descriptives. The mode for dishtot turns out to be 2.625. You can verify 
that this is the case, by defining the variable as categorical. The program, for good reasons, does not 
provide frequency tables for continuous variables! The mode here is equal to the median, and close to the 
mean. However, for continuous variables, this is just coincidence. The mode is only meaningful for 
categorical and ordinal variables. In one of our previous examples, it makes sense to use the mode for the 
weekday on which Sally sells most of her pizzas. 
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Figure 3.12: Checking the Mode of a Distribution 

Let’s apply what we have learned to one of Landers’ data skill challenges.  

3.2 Data Skill Challenge 1 to Chapter 3 

Compute all appropriate central tendency and variability statistics for the data set shown below. These 
scores are for an employee performance appraisal; responses are given by their supervisors. Each case 
is a unique employee. Each dimension of employee behavior is assessed on a scale from 1 to 7.  

The data are stored in chapter3_dsc1.xlsx 

Compute for each employee the average score on all four aspects (use Excel!). 

Test if this average score is normally distributed. 

 

 
Figure 3.13 Data Skill Challenge 

By now you should be able to read data entered in Excel-files, into JASP.  
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4 Probability Distributions 

Files needed: 
chapter4.xlsx 
chapter4.csv 

4.1 Normal Distributions and Z-scores 

This chapter focuses on normal distributions and Z-scores.  

The data set is described in Landers (page 96). The data set contains data for employee performance 
(monthly sales) over the last six months. 

 
Figure 4.1 Part of the data used in this chapter 

OK, some challenges: how many employees do we have in the data base?  

A frequency table of any variable will reveal that the total number of employees is equal to the number 
of valid plus missing cases, which is 55 

 

In which month are the average sales per employee at their highest?  

 

What are the total sales, of all employees in August? 
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It’s informative to have standardized values. Knowing that an employee’s sales in August were 16 units is 
more informative if we know (i) the average sales in August of all employees; (ii) the standard deviation of 
sales in August; and (iii) the type of distribution.  

Economic figures (like sales) tend to be more or less normally distributed.  

The normal distribution is a symmetric bell-shaped distribution that is characterized by its mean and 
standard deviation (SD). We obtain the standard normal (or Z) distribution with a mean of 0 and an SD of 
1, by transforming the original variable X using the formula: 

𝑍 =  
(𝑋 − 𝑋̅)

𝑆𝐷
 

 

 
Figure 4.2 The formula for Z; and the Standard Normal Distribution 

Standardized values can be easily calculated in Excel, as shown below. The data are in chapter4.xlsx.  

 
Figure 4.3: Standardized values 

.15%

4 3 2 1 0

Standard Deviations

Standard Normal (z) Distribution

1 2 3 4

.15%→

2.35% 2.35%

13.5% 13.5%

34%34%
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The normalized score for employee 1 in July, can be computed as his/her score in July minus the mean 
score of all employees in July, divided by the standard deviation of scores in July.  

𝐽𝑢𝑙𝑦𝑍1 =  
(12 − 9.75)

2.65
= 0.85 

For record=1 we see that the Z-scores are always positive (except for August), signaling that this employee 
tends to perform above average.  

Assuming that sales are normally distributed across employees, in each month, the value of Z informs us 
about how the position of employee among his peers: Z-scores close to zero are about average, while Z-
scores far away from zero indicate very poor or very good performance. Absolute Z-scores of 2 or 3 are 
quite exceptional. 

More precisely, you can calculate the probability of the Z-score assuming that the distribution is normal. 
You can (and should!) test the normality of the distribution (for example using the skewness and kurtosis 
test discussed in the previous chapter). We will come back to it when discussing inferential statistics.  

In the good old days, we had to look up the probabilities of Z-scores in tables like the one below. They 
were (and still are) provided as annexes in statistical texts.  

Example: Suppose you have just used the formula to calculate that the performance of one of your 
employees in August, in terms of units sold, is Z=+2.36. From the table below, you conclude that the 
probability of a Z-score that high, is only 0.0091 (or 0.91%); your employee is among the best 
performers! 

 
Figure 4.4 The Z-table (Standard Normal Distribution) 

 

z 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

2 0.0228 0.0222 0.0217 0.0212 0.0207 0.0202 0.0197 0.0192 0.0188 0.0183

2.1 0.0179 0.0174 0.0170 0.0166 0.0162 0.0158 0.0154 0.0150 0.0146 0.0143

2.2 0.0139 0.0136 0.0132 0.0129 0.0125 0.0122 0.0119 0.0116 0.0113 0.0110

2.3 0.0107 0.0104 0.0102 0.0099 0.0096 0.0094 0.0091 0.0089 0.0087 0.0084

2.4 0.0082 0.0080 0.0078 0.0075 0.0073 0.0071 0.0069 0.0068 0.0066 0.0064

2.5 0.0062 0.0060 0.0059 0.0057 0.0055 0.0054 0.0052 0.0051 0.0049 0.0048

2.6 0.0047 0.0045 0.0044 0.0043 0.0041 0.0040 0.0039 0.0038 0.0037 0.0036

2.7 0.0035 0.0034 0.0033 0.0032 0.0031 0.0030 0.0029 0.0028 0.0027 0.0026

2.8 0.0026 0.0025 0.0024 0.0023 0.0023 0.0022 0.0021 0.0021 0.0020 0.0019

2.9 0.0019 0.0018 0.0018 0.0017 0.0016 0.0016 0.0015 0.0015 0.0014 0.0014
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Figure 4.5: Areas under the normal curve and Z-score 

The interpretation is that the probability of a Z-score exceeding 2.36 is equal to 0.0091, or 0.91%. You can 
deduce more information.  

▪ Since probabilities always add up to 1 (100%), the probability of a Z-score less than 2.36 equals 1-0.0091 
= 99.09%.  

▪ Since the normal distribution is symmetrical, the probability of a Z-score less than -2.36 is also 0.91%.  
▪ And the probability of an absolute Z-score higher than 2.36 (that is, Z<-2.36 or Z>+2.36), equals 2*0.91% 

= 1.82%.  

With modern tools like Excel we don’t need those tables. We can ask Excel for probabilities for a Z-score, 
using the NORM.DIST() function.  

For Z=2.36, we find: 

 
Figure 4.6: Probabilities of Z-scores Using Excel 
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NORM.DIST() returns the cumulative probability of Z-score. It is easiest to stick to cumulative probabilities 
(by using the value TRUE, for the last of four parameters between brackets), since – as we have seen earlier 
– a lot of other information can be simply deduced.  

A related function is NORM.INV() which returns the Z-score related to a given cumulative probability.  

For example, from NORM.INV() we can learn that 97.5% of the distribution has a Z-score higher than +1.96.  

In an extended Excel worksheet: 

 
Figure 4.7: Probabilities and Z-scores Using Excel 

From this we can deduce that 2.5% is on the left of -1.96. And therefore, 5% has a Z-score outside of the 
range [-1.96; +1.96].  

In a normal distribution, 5% of the observations have an absolute value of the Z-score higher than 1.96! 

This is all quite handy. If a distribution is (or is assumed to be, or is approximately) normal, and we know 
the mean and the standard deviation, then we can make statements about the likelihood of an outcome.  

For example, you can calculate the probability of an employee having July sales exceeding 14 units. You 
have to do it step by step.  

▪ First compute the Z-score; for the Z-score you need the mean and the standard deviation for sales in 
July. We have used Excel to compute these statistics. The Z-score of sales of 14 in July, can be computed 
as 1.6071. 

 
Figure 4.8: Example of Probability of a Z-score 
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▪ In conclusion, a value of 14 for sales in July is equivalent to a Z-score of 1.6071. Assuming a normal 
distribution, 94.60% of all employees would have sales up to 14. Only 5.40% of all employees would 
have sales of 14 or higher, which means that employees with this level of sales are performing very 
well.  

Self-test 

As a challenge, sort the employees is ascending order of their performance in the 6 July to December! 

The actual scores and the related Z-scores are in chapter4.xlsx. We have saved the relevant data in 
chapter4.csv.  

 
Figure 4.9: Sorted Z-scores 

The employees are sorted from weak to strong. Without employee names or IDs the information is not 
helpful. But presuming the names are known, the HR manager can decide to give additional training to the 
weakest performers. If there’s budget to train the weakest 10% and the distribution is approximately 
normal, then the cut-off point would be at Z-scores of -1.28 (check this yourself!).  

4.2 Data Skill Challenge 3 

Given this data set: 5, 5, 7, 2, 3, 4, 4 

a. Convert these values to Z-scores 

b. What proportion of cases would you expect to fall above 4? 

c. What score would be at the 75th percentile? 

This exercise can be completed in Excel. 

First we key in the data, and use Excel functions to compute the mean and the standard deviation. With 
these statistics, we can add a column with Z-scores. Note that this Z-transformation leads to a variable 
with mean 0 and standard deviation 1.  

For Question B, we compute the Z-score of a score of 4, as -0.1782. We then use the NORM.DIST() function 
to compute the cumulative probability of that Z-score. This probability is the probability that of a Z-score 
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of up to -0.1782. The probability of a Z-score higher than -0.1782 the is the complement: 100% - 42.93% = 
57.07%. 

For question C we use the NORM.INV() function. The probability is now given as 75%, and the related Z-
score is 0.6745. We use this Z-score to compute the raw score, as:  

𝑅𝑎𝑤𝑆𝑐𝑜𝑟𝑒 = 𝑚𝑒𝑎𝑛 + 𝑍 ∗ 𝑆𝐷 = 4.2857 + 0.6745 ∗ 1.6036 = 5.3673 

 

This is not easy, admittedly. But getting acquainted with these fundamentals of statistics will make it easy 
for you to understand and interpret the statistical output that comes with the techniques that we will 
discuss! 
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5 Sampling Distributions 

Files needed: 
chapter5.xlsx 

chapter5_dsc.csv 

5.1 How to Draw Samples? 

Computers make it an easy task to sample records from your data set. Below we will use a fictitious data 
set of 125 employees, and take a random sample of 50 of them.  

In your data file listing the population or sampling frame, you can add a column with a random number. 
You can then sort the data on that column (from low to high, or high too low) and use the first 50 records 
of the sorted file as your sample. 

Here, cases 116; 10; 70; etcetera have been sampled.  

Note that we have hidden some of the rows for brevity; you can unhide them by highlighting rows 5 
and 48, and then right-click your mouse to find the unhide option.  

Since the records are numbered from 1 to 125, the mean record number in the population is (1+125)/2 = 
63. The sample mean is quite close. Every time you randomly draw a new sample, the sample means will 
be different, but quite close to the population mean.  

 
Figure 5.1 Sampling 

One reason for this type of exercise would be to check if the sample looks similar to the population from 
which the sample was drawn, on key characteristics like gender or age.  

5.2 Data Skill Challenge 

Let’s extend the example of this chapter. In addition to the IDs of 125 employees, we now also have 
information on the employee’s gender. In chapter5_dsc.csv, there’s a second column for the variable 
female; this variable is a so-called dummy variable with values 0 or 1. It is good practice to name the 
variable after what code=1 stands for, that is, 1=female (and 0=male). 

The third column contains a random number between 1 and 10,000, generated by Excel. We have sorted 
the data on random number from smallest to largest, and selected the first 40 records for our sample. 
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We want to check if the sample of 40 is representative in terms of gender. This means that the 
proportion of females is our sample is the same as (or not significantly different from) the proportion of 
females in the population. 

Try this for yourself, using the tools discussed above.  

In the data set we have the variables female and sampled. The variable sampled is coded “y” for the 40 
records with the smallest random numbers (in var sample). From the frequency table we see that the data 
set contains 75 female respondents (female = 1), and 40 records which are sampled. Our hope and 
expectation are that the sample is representative of the population, in terms of gender. That is, in the 
sample we would expect around 6 out of 10 persons to be female. 

 

We can check this using <Frequencies><Contingency Tables>. From the output below we learn that 55% 
of the sampled persons are female, which is slightly less than expected. We can use a statistical test to 
verify that random sampling has not led to a sample that is significantly different from the population in 
terms of gender. The formal test is a chi-square test (to be discussed in detail in chapter 11). If the 
probability of this test statistic is less than 5% then we would start doubting the sampling procedure. Here, 
however, the probability is 43,4%, implying that repeated sampling of 40 out of 125 using this procedure 
would produce a test statistic this high in over 40% of the cases. Nothing to worry about! 
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6 Estimation and Confidence Intervals 

Files needed: 
chapter6.txt 

chapter6_example.xlsx 

6.1 Finding Confidence Intervals 

In the previous chapter we have seen that samples can provide accurate information. But how accurate? 
Even in relatively large samples you can be quite unlucky, and find sample statistics, like the mean, that 
are way off the mark. That’s bad. But the point is, we don’t know. The reason for taking a sample is to 
learn about the population mean, rather than to verify what we already know! 

It is advisable to report your findings not as simple point estimates, but to provide additional information 
about the error margins of your estimate. We use confidence intervals to make statements like: in repeated 
sampling, in the majority of cases (say, 95% of the cases) the sample statistic will be in this interval. The 
smaller the interval, the more accurate your estimate. The width of the interval depends on the sample 
size, and on the variance of the variable in the population. 

Example: Peter is interested in identifying the confidence interval (CI) surrounding daily production 
at his 12 plants. He recently received a report from HQ that production worldwide at each company 
plant varies by 2,000 (standard deviation).  

This is how you would calculate the CIs by hand (LB and UB are the lower and upper bounds, 
respectively). The so-called standard error (𝜎𝑥⃐) is the accuracy of the sample mean, as an estimator 
of the population mean. The larger the sample size (n), the more accurate the estimation. 

 

 

 

 

For computing the 95% confidence interval (or equivalently α=0.05) the Z-score to be applied is 1.96.  

σ
σ

x
n

= = = =
2000

12

2000

3 464102
577 350205

.
.

CI LB95 = –x z xσ

= –14000 1 96 577 350205. ( . )

= –14000 1131 606402.

= 12868 393598.

= 12868 39.

CI UB95 = +x z xσ

= +14000 1 96 577 350205. ( . )

= +14000 1131 606402.

= 15131 606402.

= 15131 61.



 
49 

In most cases, the population variance is unknown. In those cases, we have to estimate the variance from 
the data in our sample. For small samples and unknown population variance, we use the t-distribution 
rather than the Z-distribution.  

Applied to the data in chapter6.txt (note that the data are not “comma separated” but “tab delimited”; 
JASP can read that format as well), we want to estimate 95%-confidence intervals for the production of 
various items. In Descriptives we now ask for the standard error of the mean. 

 

Figure 6.1: Standard Error of Mean, in JASP  

The confidence interval for the production of nuts, is equal to  

𝐶𝐼𝑛𝑢𝑡𝑠 = 𝑀𝑒𝑎𝑛 ±  𝑡(95%;11) ∗  𝑆𝐸𝑀𝑒𝑎𝑛  

The value of t(95%; 11) can be obtained from the T.INV() function in Excel. The 11 is the so-called number of 
degrees of freedom, which is the sample size minus 1. The t-value for t is 2.2010. The data and formulas 
can be found in chapter6_example.xlsx.  

 

Figure 6.2: Obtaining the t-value, in Excel 

The confidence interval then can be computed as 11,508.92 ± 2.2010*262.21, or [10,931.80; 12,086.03].  

This is equivalent to the results in Landers, who uses SPSS to do the same. 

Verify for yourself the confidence intervals for the production of the other items. 
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Figure 6.3: Confidence Intervals (Landers, using SPSS) 

6.2 Data Skill Challenges 

Test yourself: 

Determine the critical Z-value for the following situation: 

(a) 98% confidence; σ unknown; n=31 

You could use the statistical tables annexed in many traditional statistical textbooks. But the functions in 
Excel are easier and more precise. A challenge is to be familiar with these functions! 

In case the population standard deviation is not known, we use the sample standard deviation to estimate 
the population standard deviation and we switch to the t-distribution. We use Excel’s T.INV() function, 
and determine the degrees of freedom, which is 30 (31 minus 1). We conclude that the critical t-value is 
2.4573 (compare Landers: 392). 

Note that in an 98% confidence interval, we are looking for the t-values corresponding to the lower and 
upper 1% of the distribution. The function (with 99%) finds the t-value for the upper 1%: 1% of the 
distribution has a t-value beyond 2.4573. Since – like the normal distribution – the t-distribution is 
symmetrical, we can deduce that another 1% has a t-value lower than -2,4573. In total then, 98% lies in 
the interval from t=-2.4573 to t=+2.4573. 

 

Indeed, this is not easy to remember, if you don’t use it a lot. Even experienced researchers have to think 
anew themselves every time they use these functions.  

Let’s look at a practical example. 

When looking through a report in Forbes you read about a survey of 240 CFOs, finding that on a 5-point 
scale CFOs report that their organization’s financial health is 4.1 with a standard deviation of 0.4.  

New/Advanced: What’s the margin of error for this mean? 
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The standard error of the mean, can be computed as the standard deviation divided by the square root of 
the sample size (see cell B6). The t-value for a 95% confidence interval are computed as before. Don’t 
forget that the t-value is for the right-tail, so we have to plug in 97.5%; the other 2.5% are at the left tail. 
Lastly, we can compute the lower and upper bounds of the interval (file chapter6_example.xlsx).  

 

The margin of error is not a standard statistic, so we have to do some simple additional calculations to get 
it. The margin of error is defined as half of the width of the confidence interval, divided by the mean. You 
can use a traditional calculator, or use Excel: 1.9699*0.02582 / 4.1 = 1.24%. Our estimate is pretty 
accurate.  

We can now conclude that repeated samples of size 240 from the population of CFOs, in 95 out of 
100 cases will produce a sample mean in the interval 4.049 to 4.151. Some researchers would say 
that the probability that the population mean is in the stated interval, is 95% (.095) which is subtly 
different from our correct interpretation! 
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7/8 Hypothesis Testing & Z-tests; One-Sample T-tests 

Files needed: 
chapter8_1.xlsx 
chapter8_1.csv 

chapter4.xlsx 

8.1 The One-sample Z-test 

We combine chapters 7 and 8 of Landers since they are strongly related. Actually, both chapters are related 
to chapter 6, on confidence intervals, as well.  

When using confidence intervals, the question we ask ourselves is, suppose we keep on sampling 
repeatedly, in which interval would our sampling statistic fall in 95% of all cases? For example, from an 
opinion poll on political preferences we may conclude that an estimated 60% of the electorate would vote 
for candidate A (and 40% for the only alternative, candidate B), with a 95% confidence interval of, say, 55% 
to 65%.  

In hypothesis testing we work the other way around. Here, we test the sample outcome against some null 
hypothesis. If the null hypothesis would be that there is no overall preference for either candidate (both 
get 50% of the votes), then we would reject that hypothesis at a significance level of 5%, based on our 
sample data (since the hypothesized value 50% is well outside of our 95% confidence interval).  

The data set that we will use for illustrating the concepts, is chapter8_1.csv.  

 
Figure 7&8.1: The Data for Chapter 7/8 

The description of the variables can be found in Landers, pages 187 and 188. In short: the data measure 
three traits of the 27 tutors in a company that provides tutoring services.  

• Kindness data are based on the MacMillen Kindness Inventory;  

• Compassion is measured by the Cincinnati Index of Compassion; and  

• Childcare reflects the scores of the Child Focus Survey.  

All tests produce scores on a scale from 0 to 100.  
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• The national average for the MacMillen Kindness Inventory is 45, with a standard deviation of 12 
(based on a sample of 240,000 people). The standard deviation can be considered the standard 
deviation in the population;  

• The Compassion Index and the Childcare index have averages of 55 and 67, respectively, based on 
very large samples; the population standard deviations are not known.  

We want to test the hypotheses that the sample scores for our 27 tutors are higher than the national 
(population) averages. 

For kindness we can use a one sample Z-test, since the standard deviation in the population is known. The 
best way is to use Excel as a statistical calculator, and follow the steps in Landers (page 195-197). 

 
Figure 7&8.2: Z-test for Kindness 

In the above figure we have computed the mean for kindness as 57.67 (rounded to two decimals) using 
the AVERAGE() function in Excel. The sample mean of 57.67 is well above the mean of the population (45).  

Since the standard deviation of the population is known, we can directly compute the standard error of 
the mean, as 12 divided by the square root of the sample size (square root of 27), which gives 2.31 in cell 
G7.  

𝑆𝐸𝑀𝑒𝑎𝑛 =  
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛

√𝑆𝑎𝑚𝑝𝑙𝑒 𝑆𝑖𝑧𝑒
=

12

√27
= 2.3094 

The Z-value of our finding is therefore (57.67-45)/2.31 = 5.49. The cumulative probability of a Z-value of 
5.49 is close to 100%; the probability of Z-value of 5.49 or higher is therefore effectively zero. We reject 
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the hypothesis that our sample mean is equal to the population mean; our sample outcome is significantly 
higher than the population mean. 

Compare these results to page 197 in Landers! 

We conclude that the (null) hypothesis that our sample mean is the same as the population mean is firmly 
rejected. The Z-value is well above the critical value of 1.96 (for two-sided testing); since we are testing 
whether the scores for our tutors are higher than for the population of tutors, a one-sided test is 
appropriate.  

Our report would read:  

H0: μ≤45 
H1: μ>45 
α = .05 
Zcritical = 1.645 
Z = 5.49, p<.05 

First, we state the null hypothesis and the alternative hypothesis. The “interesting” hypothesis is our 
alternative hypothesis that we want to test against the null hypothesis. Since we hypothesize that our 
tutors are better than average, we use one-sided testing. The advantage of one-sided testing is that – by 
ignoring the left part of the distribution – we have a higher chance of detecting a significant difference!  

Our significance level is α=.05 which corresponds to 95% confidence. The alpha (α) level is the probability 
of rejecting the null hypothesis when in fact the null hypothesis is true. We want this probability to be very 
small. The value of .05 (5%) is commonly used, but you are free to be more or less strict. If you want to be 
more certain that your conclusion of our tutors being kinder than average is true, you can raise your 
confidence level and lower α, as α is equivalent to 1 minus the confidence level. 

A shorter version of our conclusion would read: the null hypothesis is rejected (Z=5.49; P<0.05). 

Some would report the critical value of Z, that is, the value above which the null hypothesis is rejected. 
Since we use one-sided testing, we use the NORM.INV(95%,0,1) function in Excel, to get the Z-value below 
which 95% (and beyond which the other 5%) of the distribution lies. 5% of the distribution has a Z-value 
higher than Z=1.6449; the probability of an even higher Z-score, farther away from the mean, must be 
smaller than 5%. We therefore reject the null hypothesis.  

Since computers have no difficulty in computing the exact probability of Z-score, it has become less 
common to report the critical value. The exact probability of Z-score of 5.4859 is, in two decimals, 0.00%, 
and we can report that. 

To be complete, we can also report the effect size. For one sample tests, we can compute Cohen’s d. 

𝑑 =  
(𝑥⃐−𝜇)

𝜎
=  

(57.669−45)

12
= 1.06  

Cohen’s d can be interpreted as follows: 

Absolute value of d Size of effect 

<0.2 Very small 

0.2 – 0.5 Small 

0.5 – 0.8 Medium 

>.8 Large 

Figure 7&8.3: Effect Sizes and Cohen’s D 

The effect therefore is large. 
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8.2 The One-Sample T-test 

Below we test if the sample means of the variables compassion and childcare are significantly higher than 
their population means.  

The sample mean (55.1039) for compassion is not much higher than the hypothesized mean of 55. We can 
therefore suspect that this difference is not significant.  

The t-value is .0497, and from the output we can conclude that, when drawing samples of size 27 from a 
normally distributed population, in no less than 48% of the cases we will have a t-value of .0497 or higher, 
in other words, it is not that remarkable. Statisticians – at least in social and economic studies – draw the 
line at 5%. If the probability of a t-value is 5% or less then we would start doubting the null hypothesis. But 
here, in one-sided testing, the probability is 48%, and therefore we accept the null hypothesis that the 
score on compassion in our example is smaller than or equal to score in the population. 

 
Figure 7&8.4: T-test for Compassion 

For childcare the procedure is the same. 
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Figure 7&8.5: T-test for Childcare 

Here we have to be careful. The t-value is quite high (in absolute terms), namely -4.09. We might conclude 
that childcare in our sample is significantly different from the population, which is probably true.  

However, we are testing, one-sidedly, the hypothesis that scores in our sample are higher than in the 
population. The null hypothesis is (see Landers: 195) that the mean value is smaller than or equal to 67. 
The alternative hypothesis is that the mean in our sample is higher than the national score. We don’t find 
support for the alternative hypothesis (on the contrary, our sample score is well below the national 
average!). In almost all samples of this size, the t-value will be higher than -4.09. We accept the null 
hypothesis.  

We can again compute Cohen’s d for effect size. But this time, we do not know the standard deviation in 
the population. We can use the sample variance as an estimator of the population variance.  

For example, for compassion we get the following. 

𝑑 =  
(𝑥⃐−𝜇)

𝜎
=  

(55.1039−55)

10.8680
= 0.01  

As expected, a very small effect size. 

8.3 Data Skill Challenge 

Data Skill Challenge 1, page 217 

Jill, whose data on used car sales we encountered in chapter 4, has decided to compare her employees’ 
December sales with average (mean) sales in her region, which she read from an online newspaper was 
14. Conduct the complete hypothesis testing process with this data set! 

Since we do not know the standard deviation in the population we have to use a T-test.  

Let’s first compute a confidence interval. 
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The 95% confidence interval [13.9761; 16.4239] just includes the hypothesized value (14) for December 
sales, and therefore we can conclude that the observed value is not significantly different from the 
hypothesized value. All data and formula are in chapter4.xlsx. 

However, in hypothesis testing we work the other way around, and the formal procedure would use a T-
test. 

 

Since the hypothesis is formulated in a neutral way (we compare our observations against a hypothesized 
value), we use a two-sided test. An absolute t-value of 1.97 (t<-1.97 or t>1.97) or higher, has a probability 
of 5.45%. This is just above the cut-off point of 5%, and therefore we accept the null hypothesis of no 
difference.  
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If the test was one-sided (the alternative hypothesis states that our December sales are higher than the 
population average), then we would reject the null hypothesis! In only 2.72% of all samples, will the sample 
mean be this much higher than the population mean of 14.  

Since one-sided testing is more likely to result in a significant difference, many researchers prefer one-
sided testing. However, there has to be a theoretical justification (for example, an intervention by Jill, like 
a training program to her salespersons in order to boost sales). Two-sided testing is preferred by those 
who are more conservative. 

Data Skill Challenge 3, page 217/218 

Larry runs a manufacturing company.  

The most recent issue of a manufacturing trade magazine published an article stating that the average 
number of industrial accidents for plastics manufacturers is 15 per year.  

Larry wants to know whether his company has fewer accidents than the average for the industry.  

The data for Larry’s company for the past nine years are presented in the table below.  

Conduct the complete hypothesis testing process with this data set! 

Year # of Accidents 

1 13.25 

2 11.30 

3 9.40 

4 12.80 

5 11.00 

6 10.00 

7 10.50 

8 12.75 

9 11.50 

Figure 7&8.6: Data Skill Challenge 3 

By now it should be easy to perform this test. Note that the test is left-sided: we test the hypothesis that 
accidents in Larry’s plants are below the industry average of 15. 

 

The output shows the sample mean (11.39), which is well below the hypothesized mean of 15.  
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The standard deviation of the population is not known, and estimated from the sample data. From the 
estimated standard deviation, we can compute the standard error of the mean, by dividing by the square 
root of the sample size.  

The t-value then is the difference between the sample mean and the hypothesized mean, divided by the 
standard error of the mean. This gives a t-value of -8.14. The probability of such a highly negative t-value, 
is very low. 

The difference is highly significant, using the left-sided test; the probability of a t-value as low as -8.14 is 
close to zero. We reject the null hypothesis, and find support for the alternative hypothesis that Larry’s 
plant is doing well in terms of accidents as compared to the industry. 
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9 Paired and Independent Samples T-test 

Files needed: 
chapter9_1.csv 
chapter9_2.csv 

chapter9_dsc.txt 

9.1 Introduction 

Now that we have learned how to compare a sample result to a hypothesized value, a small next step is 
to compare groups.  

For example, we can compare the salaries of male and female employees in our organization and 
see if there’s a statistically significant difference.  

Another type of comparison would be to compare the performance of the employees in our 
organization at two points in time, and see if there is a difference.  

For comparing two groups, or comparing one group at two points in time, we use the T-test. Once you 
understand the principle of the T-test, you can test more complex relationships using related techniques. 
More complex relationships are, for example, comparisons between three or more groups; over three or 
more periods in time; group comparisons over time; or add “explanatory” variables to the model. 

But let’s start with the simpler situation. When making comparisons between two groups, we have to ask 
ourselves whether the groups are independent (e.g. males versus females) or dependent (or matched or 
paired, like the performance of the same employees at two points in time). 

We will use the data set chapter9_1.csv to illustrate the T-tests. Below you find summary information on 
the data.  

There are variables for typing skills when hired and after 6 months; and the same for satisfaction. All the 
information is available for men and women. Verify for yourself that there are 151 records in the data set. 
The typing skills for the complete sample of 151 men and women have gone up from 68.70 to 71.09 (by 
2.39 that is) over the 6 months period.  

 
Figure 9.1: Data for Chapter 9 
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Figure 9.2: Descriptive Statistics for Data in Chapter 9 

It should become second nature to ask basic questions about your data set, and answer them using the 
basic commands in JASP. For example, you might be interested in the differences in typing skills of male 
and female employees.  

 
Figure 9.3: Breakdown of Typing Skills by Gender 

From this simple overview we learn many things. First of all, we have 151 records for both years. There 
seem to be no missing data. The typing skills for male respondents were lower, when hired, but have 
increased faster than for female over the 6 months. 

9.2 Paired Samples T-test 

The paired samples T-test compares two variables in the data set, in this case type_hire and type_6mos. 
The two variables are matched: for each individual, the two variables measure the typing skills of that 
individual at two points in time. 

The results of the test are shown below. 
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Figure 9.4: Paired T-test of Typing Skills  

The results of paired sample test are straightforward. The means are the same as in figure 9.3. The 
difference of -2.39 is due to the fact that we test the first measurement against the second one. We can 
do the opposite test, and will come to the very same conclusions – it’s just the mirror image. Since skills 
are bound to improve, we would apply a one-sided test (H0: typing skills when hired < typing skills after 6 
months). The t-value of 2.91 has a probability of .002 (0.2%), and we reject the null hypothesis; skills have 
improved, looking at all 151 employees). 

Self-test  

Check for yourself that you get similar results when first entering type_6mos followed by type_hire. Don’t 
forget to change the hypothesis: Measure 1 is now hypothesized to be larger than Measure 2! 

9.3 Independent Samples T-test 

Let’s move on to testing differences between independent rather than paired samples.  

Making use of the same data set, we may be interested in the difference between male and female 
employees when it comes to typing skills, or the difference between employees with versus without prior 
experience in typing. For the latter test, it seems reasonable to hypothesize that people with prior 
experience have better typing skills especially at first (“when hired”); the differences may fade after 6 
months of experience.  

The results are shown below. Use <Independent Samples T-Test>, under the <T-Tests> tab. 
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Figure 9.5: Independent Samples T-test of Typing Skills  

Employees with prior experience have better typing skills at the moment of hiring (71.65 versus 66.01). 

The difference in typing skills is highly significant. Since we have opted for one-sided testing, the 
significance to be reported is p < .001. JASP does not provide exact probabilities, when the probabilities 
are very small. But a probability of less than 0.1% is much smaller than our 5% benchmark. 

For testing the difference between men and women, we do not have an a priori reason to hypothesize 
that one group is more skilled than the other, so we use a two-sided test. We tick Group 1 ≠ Group 2, as 
our (alternative) hypothesis; the null hypothesis is that there is no difference. 
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Figure 9.6: Independent Samples T-test of Typing Skills  

The difference in typing skills between the genders is quite small (69.020 versus 68.359). This difference 
translates into a t-value of 0.400, which (at 149 degrees of freedom) is not significant. The p-value is the 
probability of a t-value of up to 0.400 to occur assuming that there is no difference between the genders. 
Since the probability>5%, we accept the null hypothesis (and reject the alternative hypothesis). We have 
not found evidence in support of differences in typing skills between the groups.  

Note: in research, avoid statement like “having found proof”. You cannot prove things. The data either 
support your hypothesis or it doesn’t, but even in the case of strong support (low probability of the null 
hypothesis being true), there is always some probability that you draw the wrong conclusion! 

Self-test 

Repeat the exercise for employee satisfaction. Has employee satisfaction changed over the six months 
period? Is there a difference in satisfaction between male and female employees (when hired; and after 
six months)?  

Note that the output gives the effect sizes. Interpret the effect size! 

9.4 Advanced: Using Regression Analysis for T-test 

The T-test is just a special version of regression analysis that we will discuss in chapter 12. To be more 
precise: the T-test is a special case of Analysis of Variance (ANOVA) which in turn is a special case of 
regression analysis.  

While the T-test is restricted to differences between two groups, ANOVA can be applied in situations of two 
or more groups. ANOVA is a regression analysis with dummy variables as independent variables. While 
regression analysis is limited to models with one dependent variable, more complex models with more than 
one dependent or endogenous variables, can be estimated using structural equation modeling (SEM). The 
question why statisticians still use the T-test and ANOVA for these special cases rather than use the parent 
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technique in the hierarchy (SEM), is not easy to answer. One reason is familiarity with the T-test, and the 
ease of interpretation. A second reason is that ANOVA and regression analysis have been developed in 
separate disciplines. While ANOVA is popular in psychology where researchers use experiments, regression 
analysis is more popular among economists who cannot make use of experimental designs. A third reason 
is that the T-test comes with options that are not implemented in higher order techniques. Still, it is good 
to realize that the techniques are hierarchically related. 

 
Figure 9.7: A Hierarchy of Techniques 

A regression model is a model in which one or more independent variables (or predictors) are used to 
explain (or predict) the dependent variable. In the formula (cf. Landers, page 337) typing skills as the 
dependent variable, would be represented by y, while the grouping variable (let’s take prior experience) is 
represented by the independent variable x.  

Dummy coding: The important point is that we cannot use just any coding scheme for the grouping 
variable; it has to be 0 and 1! For two groups, that’s just enough. We will use the code 0 for no prior 
experience, and the code 1 for prior experience. We call this “dummy” coding: prior experience is 
now a dummy (dichotomous, or 0/1) variable. But there’s nothing dumb about it, it is widely used by 
researchers. In addition, it’s pretty flexible since we can use it in case of three or more categories too 
(as we will explain in the next chapter on ANOVA). The rule is that you need one dummy variable in 
case of two categories, two dummies in case of three categories, or in general, you need (k-1) 
dummies in case of k groups. 

The reason to explain a T-test using regression is twofold. First, we want to show you that indeed the T-
test and the regression model with a dummy variable do generate the same results. And secondly, 
regression provides us with a measure called R², the coefficient of determination. The square root of R² is, 
of course, R which is a correlation coefficient. The correlation coefficient R is often used as a measure of 
the effect size. Nowadays, in academic publications, you are requested to report effect sizes. 

Effect size. To understand the importance of effect size, think about the following example. In 
anticipation of the presidential elections in the US, you ask a small sample of people whom they will 
vote for. Out of 20 people, 12 say they will vote for the democratic candidate, and 8 for his republican 
rival. The difference (60% versus 40%) is quite large. The sample however is too small to draw hard 
conclusions. In short: the effect is large, but the difference is not significant. As the elections are 
nearing, you decide to increase your sample, from 20 to 10,000. This time the difference is much 
smaller (52% versus 48%). The “effect” is much smaller but the small difference may very well be 
significant (it is unlikely to get this result if the preferences in the population are 50/50). 

Let’s use regression analysis, to see if typing skills differ between employees with and without experience 
(when hired). We use chapter9_2.csv which is a subset of chapter9_1.csv, but with an added column 
(priorD) which is dummy-coded (0, if priorexp is “No”; and 1, if “Yes”). See below. 
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Figure 9.8: Data in Chapter9_2, with Dummy Coding 

For regression analysis, just click on the <Regression> tab, and define the dependent and independent 
variable. The output provides the same information as the T-test but in a different format. Take some 
minutes to study the contents of figure 9.9! 

The intercept, is the mean value of the dependent variable if the independent variable equals zero. That is, 
it gives us the typing skills for the group with no prior experience. The value is 66.005, the same as we have 
seen before. The “effect” of having prior experience is the (unstandardized) coefficient of priorD. The 
coefficient of 5.643 is the exact difference between the mean typing skills of the group with prior experience 
versus the group without. Check this for yourself! The coefficient comes with a t-value of 3.546, identical 
to the t-value we found when applying the T-test.  

 
Figure 9.9: T-test Using Regression Analysis  

While the T-test computes Cohen’s D as a measure of effect size, here we have R (0.279).  
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The interpretation of R as effect size is that an R of 0.1 is a weak effect; 0.3 is a medium affect; and 0.5 is a 
strong effect. Here, with R=0.279, we have a (weak to) medium sized effect. Cohen’s D of around 0.6 would 
lead to the same conclusion. 

9.5 Data skill challenge 

A regional manager implements a policy change for stores in his region (region A) to begin greeting 
customers whenever they are standing within a 3-meter distance in the store. After the policy has been 
in place for one month he compares average customer satisfaction for his 10 stores (region A) with the 
average customer satisfaction in region B. Customer satisfaction is measured on a 1-5 scale with 1 being 
“very unsatisfied” to 5 being “very satisfied”. He expects that his stores (region A) will have higher 
customer satisfaction ratings compared to Region B. 

Below are the data. Read them into a data file! 

(a) Calculate the mean customer satisfaction in both regions. 

(b) Test whether customer satisfaction differs by region. 

(c) Calculate the effect size. 

(d) Use both a T-test and regression analysis with a dummy variable for region.    

Mean customer satisfaction for stores 1-10 in Region A: 4, 4, 3, 5, 3, 4, 4, 5, 3, 2. 

Mean customer satisfaction for stores 1-10 in Region B: 3, 2, 1, 4, 3, 3, 4, 5, 2, 3.  

 
Figure 9.10: Data Skill Challenge Data 
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The T-test is easy enough: 

 

The scores for Region A are higher, probably due to the policy intervention. However, the p-value related 
to the t-value of 1.48 is above 5% (.0779, or 7.79%) and therefore we retain the null hypothesis. 

Let’s see how to do the same using regression analysis. We need to use the dummy variable regionD.  

 

We leave it to you to find the key statistics, and compare them to the T-test. 

In addition to the non-significant difference, we can also report the effect size: The square root of R2, is 
.33, which is a medium effect size. You notice that insignificant effects, can still be classified as medium! 
Effect size is simply a different concept than significance! 

One of the reasons to still use the T-test even though it’s just a special case in a hierarchy of techniques, 
are the options that you can use in case assumptions are violated. One of the assumptions is that the 
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variances in the two groups are the same. You can use a so-called Welch correction if the assumption of 
equal variances does not hold. We have added the Welch-correction in the T-test. 

The changes are minor due to the fact that the variances are in the same league. The Welch formula makes 
a correction in the degrees of freedom, which then translates into a different t-value and p-value.  
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10 Analysis of Variance 

Files needed: 
chapter10.csv 

chapter10_dummy.csv 
chapter10_dummyExcel.xlsx 

chapter10_dsc.xlsx 
chapter10_dsc.csv 

10.1 Introduction 

Now that you are familiar with the T-test, and you understand that the T-test is just a special case of 
regression analysis, ANOVA shouldn’t pose a problem. Despite its somewhat confusing name (analysis of 
variance) ANOVA is an extension of the T-test analysis applied to two or more groups.  

ANOVA tests whether the means of all the groups are the same. 

In the same vein, ANOVA too is related to regression analysis: where we used a regression model with one 
dummy variable in a T-test for two groups, we use a regression model with two or more dummies in case 
of three or more groups. 

Let’s look at the example used by Landers. A company has designed four websites and - using an 
experimental design - has recorded how many seconds the respondents spent on these websites. The main 
question is, is there a difference in the time spent on each of these websites?  

 

 
Figure 10.1: The Data for ANOVA 

A boxplot is a nice way to look at the distributions of the time spent on websites, broken down by design.  
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Figure 10.2 Boxplot  

The graph and the output show that the mean of design B is, with 106 seconds, well higher than the means 
for the other designs. The horizontal lines within the four boxes of the boxplot represent the medians 
(rather than the means). The boxes themselves contain “the middle half” of the observations for each 
group – which is a bit tedious with groups of 5 respondents. The middle half for design B has no overlap 
with any of the other middle halves; however, designs A and D do overlap, in terms of time spent. 

Now that we have a bird’s eye view of the differences, we can use ANOVA to test whether the differences 
are significant. ANOVA tests whether the time spent on these websites is the same. But it may be that 
while (like here) the answer seems to be no (B is well higher than the rest), still some of the groups are 
quite similar. To find out we need an additional test that tells us in “pairwise” comparisons, which groups 
differ from the others! 

10.2 ANOVA 

The ANOVA can be obtained by clicking the <ANOVA> tab. We have ticked the option Scheffe, along with 
some other options, for multiple comparison tests.  
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Figure 10.3 ANOVA 

In the output, we find the overall test. The F-test, with an F-value of 10.263 (and 3 and 18 degrees of 
freedom), rejects the hypothesis that all means are the same; the probability is less than 0.1%. We report 
that F(3, 18) = 10.26; p<5%. 

From the descriptives (and our boxplots) we see that design B outperforms all other designs. The 
hypothesis that all means are the same is firmly rejected.  

The output contains pair-wise comparisons. We have just learned that not all means are the same. But the 
more relevant question is, which means differ from one another? 

With 4 websites we can compare 6 pairs: A to B, C and D; that makes three; B to C and D; and C to D, that’s 
six in total. You can compute the number of pairs as ½*k*(k-1), with k representing the number of groups. 
Here we have ½*4*3 = 6.  

The idea behind multiple comparison tests is that when making several pairwise comparisons we are 
capitalizing on chance. We call differences significant if the probability of our test-statistic - under the 
assumption of no difference in the population - is smaller than 5%. That is, in repeated testing we are 
bound to be wrong 5% of our trials.  

Suppose we make 6 comparisons between groups that in reality do not differ from another. Since 
we are testing with 95% confidence, the probability that we are right is 95% for each of the 6 trials. 
But with 6 comparisons, the probability that we make at least one mistake equals 1 minus the 
probability that we are right all the time: 1 – 0.956 = 1 – 0.74 = 0.26. The chance that we make at 
least one mistake, increases with the number of trials! 

Multiple comparison tests correct for that by being stricter. There are several kinds of corrections, one of 
which Scheffe. All corrections have their pros and cons, but the results are quite robust. You can try various 
corrections to check if the findings are consistent. 
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In the output there’s a matrix in which A (in the first column) is compared to B, C and D; next, B is compared 
to C and D; and finally, C to D. Although overall the ANOVA found that not all groups (websites, here) are 
the same, the only significant differences (based on Scheffe corrections) are between A and B; and 
between B and D. The differences between all other combinations of websites are not significantly 
different from zero, at the 5% level of significance.  

10.3 Extra: ANOVA via Regression Analysis  

Since ANOVA is a special case of regression analysis, we can use regress with dummy variables to 
accomplish the same. In the T-test we examined the differences between two groups. In ANOVA we use 
two or more groups. Applying regression to our example with four groups, we need three dummy variables. 
The group that serves as the base or reference group will have a code of zero on all three dummies. 

Table 10.1: Scheme for dummy coding, for our four web designs 

Design Dummy 1 (design B) Dummy 2 (design C) Dummy 3 (design D) 

A (reference group) 0 0 0 

B 1 0 0 

C 0 1 0 

D 0 0 1 

The data are in chapter10_dummy.csv.  

If you recall the use of regression for the T-test, you can interpret the key statistics. The constant term _cons 
is the mean of the reference group (design A) which is 65.4. Seconds spent on design B exceed design A by 
40.77 seconds: 65.400 + 40.767 = 106.167. The difference is significant (t=4.33; p<0.001). And so on. The 
F-statistic for the regression is the same as for ANOVA (F(3, 18)=10.263; p<0.001).  

The big disadvantage of using regression analysis in JASP, is that we don’t have all pairwise comparisons.  

 
Figure 10.4 ANOVA Using Regression Analysis  
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10.4 Data Skill Challenge 

The company in our example has decided to run a second wave of tests, keeping designs B and C but 
adding designs E, F, G and H. The data are in the table below.  

(a) Read the data in a data file (note that the lay-out as below is not appropriate!)   

(b) Present overviews using descriptives and boxplots 

(c) Conduct the full hypothesis testing procedure and draw conclusions.  

(d) Which designs are significantly different from other designs? 

 

Design B Design C Design E Design F Design G Design H 

110 94 103 81 56 140 

86 84 141 79 60 115 

97 116 107 70 80 130 

118 65 113 57 57 146 

106 35 93 93 55 109 

 88 97   126 

Figure 10.5: Data for Data Skill Challenge 

The data, for your convenience, are stored in chapter10_dsc.csv. You can copy the data from figure 10.5, and paste 
them into Excel. For analysis in JASP, you have to rearrange the data in two columns, one for seconds, and one for 
design. Next, save the file in CSV-format (we have done that for you), and read the data in JASP.  
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Always describe the data, to get a good feel of the data, before performing advanced analyses like ANOVA. From the 
descriptives, it seems that design H is doing better than all others. Design G is doing poorly. But are the differences 
significant, that is, can we draw hard conclusions? 

 

From the post-hoc multiple comparison tests, it turns out that H is not significantly better than B and E. Design H is 
outperforming designs C, F and G. Design G is not significantly worse than design C and F. And so on. 
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11 Chi-Squared Tests of Fit 

Files needed: 
chapter11_example.xlsx 

chapter11.csv 
chapter11_dsc.csv 

chapter11_EXTRA.csv 

11.1 Introduction 

In the previous chapters we have looked at situations in which the dependent variable is measured on an 
interval or ratio scale.  

Interval or ratio scales give rich information. Income, for example, is measured on a ratio scale. A 
person earning 1,000 € earns twice as much as a person earning 500 €.  

Ordinal scaled data contain less information. Suppose we use scores of 1 to 5 to measure overall job 
satisfaction, an employee with a score of 4 is quite satisfied, and more satisfied than an employee 
with a score of 2 – but not necessarily twice as satisfied.  

In nominal scaled data, numbers (codes) are meaningless. In previous examples we have use dummy 
coding for gender, but males and females can be coded with any by itself meaningless number (0 
and 1; or 1 and 2; or 11 and 99) as long as we are to distinguish them as groups. 

Dependent (interval or ratio scaled) variables were “explained” by independent variables that were 
measured as “nominal” variables (groups), like in T-tests and in ANOVA.  

In many cases we want to examine relationships between variables that are all measured on a nominal 
scale, that is, variables that just categorize cases or respondents into groups. Examples are:  

▪ Political preferences (you can vote for one out of many parties; one could argue that the parties are on 
a scale that ranges from the extreme left to the extreme right but in principle the parties are just 
categories that you can vote for – or against);  

▪ We may be interested in the relationship between gender and wearing glasses. Male and female, and 
wearing glasses or not, are examples of groupings.  

Our interest then is in count data: how many people prefer each of the parties? How many men and how 
many women (as proportions of the total) are wearing glasses? Is gender related to wearing glasses? 

11.2 The Distribution of One Nominal Variable 

Let’s look at the sample. The numbers are the same as in the Landers example on page 301 on chewing 
gum but we switched to a topic that’s harder to chew: politics. 

 Political parties Votes (in Sample of 33) Hypothesized Previous Election 

Liberal Party 10 1/3 (33%) 2/5 

Labor Party 14 1/3 2/5 

Nationalist Party 9 1/3 1/5 

Figure 11.1: Example of Count Data 

In figure 11.1 we see that in a sample of 33 voters, most interviewees prefer the Labor Party. Statistically, 
we can determine how likely the sample outcome is, under the null hypothesis that there are no 
differences in the population. Or we can compare the results to the outcomes of the previous election, 
and wonder if things have changed.  
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The chi-square statistic is based on the differences between observed (O) and expected (E) counts. The 
larger the differences, the higher the statistic. In the formula, the differences are squared, which sees to 
it that the negative and positive differences always become positive and don’t cancel out. Since large 
samples will produce bigger differences, we compensate for that by dividing the squared differences by 
the expected counts. 

𝐶ℎ𝑖 𝑆𝑞𝑢𝑎𝑟𝑒 = ∑
(𝑂 − 𝐸)2

𝐸
  

The chi-square statistic comes with a number of degrees of freedom (DoF). For three groups (like here), 
the DoF is equal to k-1=2; for a r*c table, the DoF is equal to the (r-1)*(c-1), where r and c are the number 
of rows and columns. For a 2*2 table, the DoF is 1. 

In our examples of preferences for political parties, the “expected” counts (assuming no preferences in 
the population) are 33/3 = 11 for each of the three groups. Once we know the counts for two of the three 
groups, the count for the third group is fixed: that is, given the sample size, only two counts can vary! In 
statistical terms, the number of DoF is two. 

The test starts from a null hypothesis. For the first question, our null hypothesis would be that the 
proportions in the sample are 1/3 (≈33%) for each of the parties. If the sample outcome is unlikely to occur 
under the null hypothesis (p<0.05; the probability is lower than 5%), then we reject the null hypothesis in 
favor of the alternative hypothesis that the Labor Party is now on top.  

Doing the calculations manually based on the data in figure 11.1, would not be that hard. But we don’t 
want to do it manually. We can use functions in Excel.  

 
Figure 11.2: Data for the Chi-square test (chapter11_example.xlsx) 

In figure 11.2, we have entered the data in columns A (observed) and columns B and D (expected). For 
hypothesis 2 our expectancies are formulated in proportions (in column C), so we compute the expected 
counts by multiplying the sample size by these proportions. For the sake of illustration, we have computed 
the chi-square, in columns F to J, step-by-step. The chi-square statistic (1.2727, with DoF=2) can be looked 
up in chi-square tables; but luckily, Excel has a function to do the job for us. 

In cell A7, we have used the CHISQ.TEST() function in Excel, to compute the probability of our sample 
outcome (in column A), given the expected values in column B. In cell D7, we have done the same for 
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comparing the sample outcome to the previous election. The probabilities are well beyond 5%, and 
therefore we accept the null hypotheses in both cases.  

In cells A9 and D9, we have used the CHISQ.TEST() function to calculate the chi-square statistic; note that 
we have to add the DoF (2) as a second argument in this function. The function returns the value of chi-
square, associated with the cumulative probability that the chi-square is smaller than or equal to that 
value. The probability returned by the CHISQ.TEST() function, however, is the probability of chi-square 
exceeding that value. Therefore, in the CHISQ.TEST() function, we have to use 1 minus the probability in 
cells B7 and D7, to get the chi-square! 

To summarize our test of hypothesis 1: 

▪ Probability of sampling outcome is 52.92%, this is the probability of the chi-square as high (or higher) 
than the chi-square in this case. 

▪ Since the chi-square is computed behind the scenes, we have to retrieve it! 
▪ Probability of chi-square being less or equal than the chi-square, is 1- 52.92% = 47.08%. 
▪ The chi-square associated with a probability of 47.08%, is 1.2727. 
▪ Advanced, or extra: the critical value of chi-square (α=0.05; DoF=2) is 5.99 (see 11.4). Since 1.2727 < 

5.99, we accept the null hypothesis of no difference; the sampling outcome is not unlikely to occur, 
under the assumption of no relationship between the variables. 

The outcome shows the chi-square statistic; a value of 1.2727 is not very unlikely (p=0.53) under the null 
hypothesis of equal probabilities in the population, and therefore we don’t find support for our alternative 
hypothesis. We report that based on our data, we find no evidence to support our alternative hypothesis 
(Chi-square = 1.27 (2); p=0.53). 

11.3 Testing Relationships Between Two Nominal Variables 

For the example of Landers (page 304) we first read in the data from JASP file.  

 
Figure 11.3 Data for the Chi-square test with two variables 

It doesn’t make a lot of difference which of the variables (gender or male preference) appears in the rows 
and which in the columns, but – as different from Landers’ figure shown above - we would have a slight 
preference to put gender in the columns. After reading in the data in chapter11.csv we use the 
<Frequencies><Contingency Tables> to produce the table along with the chi-square test. 

Gum Preference

OBSERVED Chew w/Flavour Competitor #1 Competitor #2 Total

Gender
Male 3 11 3 17

Female 7 3 6 16

Total 10 14 9 33
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Figure 11.4 Contingency Table with Chi-square Test 

We can opt for more information in the cells of the table.  

In the figure below, we have added the expected counts the cells. It is easy to compute the expected 
counts yourself. For example, since we have 16 female persons in our sample, and 14 persons prefer 
competitor #1, we would expect (under the null hypothesis of no relationship between gender and 
preference) (16/33) * (14/33) * 33 = 6.788 in this cell. This is equivalent to assuming that the proportion 
of female persons preferring competitor #1 is the same as the proportion of any person competitor #1; it 
is also equivalent to assuming that the gender distribution of persons preferring competitor #1, is the same 
as the overall gender distribution.  

For easy interpretation, we have also added column percentages. From the results we see that overall, 
42% of the sample prefers competitor #1. However, the percentages vary between female (19%) and male 
(65%) respondents. 
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Figure 11.5 Contingency Table with Additional Information in Cells 

The difference between preferences of male and female respondents is significant (Chi-squared=7.15 (2); 
p<5%). The number in brackets (2), is the number of degrees of freedom, which is equal to (number of 
rows minus 1) times (number of columns minus 1). In a 3-by-2 table like we have here, we have 2*1=2 
degrees of freedom. 

11.4 Additional Statistics 

Cramer’s V, a measure of effect size that takes a value between 0 and +1, is displayed optionally. Cramer’s 
V is a measure of effect size, with the same rules as the correlation coefficient R. Values of 0.1; 0.3; and 
0.5 are interpreted as weak, moderate and strong effects. Here, the effect size is medium to strong.  

If you want to report the critical value of chi-square (as in Landers, page 307) then again you do not need 
to look it up in a table. We can use the Excel function CHISQ.INV(Probability, DoF). Here, the probability 
to use is 0.95 (when testing at α=0.05), and the DoF is 2. 

=CHISQ.INV(0.95,2) = 5.99 

Since our test-statistic (7.15) is higher than the critical value (5.99), we reject the null hypothesis. 
Remember that α is the probability that of falsely rejecting the null hypothesis. We want to keep that error 
as small as possible. In many disciplines, researchers use an α of 0.05, but it all depends on how serious 
making this “Type I” error is! In medical studies, it is conceivable that researchers are stricter, when it 
comes to, say, testing a new medicine.  
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11.5 Data Skill Challenge 

Data Skill Challenge 1 

Maria decides to run a focus group, comparing four Chew-with-Flavor’s gums to determine which one is 
preferred. Gums flavors A; B; C; and D are picked 12; 7; 8 and 21 times, respectively.  

Complete the full hypothesis testing process, given this data.  

The answers to this challenge are in worksheet DSC1 of chapter11_example.xlsx. 

Data Skill Challenge 3 

Chaitra decides to track the number of accidents at the 12 manufacturing plants she manages. Right 
now, safety training is conducted by two separate units: one trains the day shift while the other one 
trains the night shift. Both are generally effective but she is worried that that the night-shift trainers 
aren’t getting out to some of the plants further from the home office.  

(a) Complete the full hypothesis testing process given the observed numbers of accidents recorded 
in the table below, to see if accident counts by shift and plant are related. 

(b) Compute the chi-square statistic 

(c) Compute the critical value for the chi-square statistic 

(d) Compute Cramer’s V 

(e) What is your main conclusion? 

 

Plant Day Night 

1 3 4 

2 5 7 
3 1 0 

4 3 1 
5 0 1 
6 6 7 

7 2 0 
8 7 6 

9 2 9 
10 0 13 

11 4 6 
12 3 12 

Figure 11.6: Data for Data Skill Challenge 

This is a bit of a challenge.  

A solution is to use Excel, and to compute the expected counts. After that, the procedure follows our 
earlier example.  

A solution (see below) can be found in worksheet DSC3, in chapter11_example.xlsx. The expected counts 
can be computed. For example, for Plant 1 we would expect values of 2.47 and 4.53 for accidents during 
day and night shifts. Since 7 accidents occurred in this plant, and overall 36 and 66 (in total 102) accidents 
took place during day and night shifts, we would expect 7*(36/102) and 7*(66/102) to take place during 
these shifts in plant 1. The observed number (3) is somewhat higher than expected (2.47) – but then again, 
the observed number has to be an integer (2 or 3). 
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In the Excel-sheet, we have added Cramer’s V. The formula for Cramer’s V is: 

𝐶𝑟𝑎𝑚𝑒𝑟′𝑠 𝑉 =  √
𝐶ℎ𝑖 𝑆𝑞𝑢𝑎𝑟𝑒

𝑛 ∗ (𝑘 − 1)
 

In the formula, the chi-square is the value computed using the CHISQ.INV() function (21.96); n is the 
sample size (102); and k is the minimum of the number of rows and the number of columns. With 12 rows 
and 2 columns, the minimum is 2. Cramer’s V is 0.46, which signifies a medium to strong effect. 

For obtaining the chi-square value, remember that the probability (from CHISQ.TEST()) is the probability 
of a chi-square that high, or higher. Here, the probability of obtaining the observed results under the null 
hypothesis is as small as 2.47%. To display the chi-square, we use the CHISQ.INV() function, with – as its 
first argument -  the probability of 1 – 0.0247 = .09753 (97.53%). That is, 97.53% of the distribution has a 
value of up to 21.96 (and 2.47% a value higher than 21.96).  

 
Figure 11.7: Solution for Data Skill Challenge 3 

The significant chi-square statistic indicates that indeed there is a relationship (an association, we would 
call it) between plants, and day and night shift accidents. The strength of the association is reflected by a 
Cramer’s V of .46. Like for correlation, Cramer’s V is interpreted as small (.10), medium (.30) or large (.50) 
effects. In our case, the effect size of .46 is medium to large. 
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Data Skill Challenge: Extra 

From a sample of 100 respondents, we found the following data on men and women wearing glasses. 

 

Figure 11.8: Gender and Wearing Glasses 

(a) Read the data into Excel  

(b) Compute the chi-square statistic 

(c) Compute the critical value for the chi-square statistic 

(d) Advanced: compute Cramer’s V 

 

Answer to Extra Data Skills Challenge  
(See chapter11_example; worksheet EXTRA) 
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Apart from the solution directly applied to the crosstabulation, you can generate a database of 100 records 
and two columns (variables), as in chapter11_example; worksheet EXTRA, and stored in 
chapter11_EXTRA.csv.  

Answer to Extra Data Skills Challenge  
(chapter11_EXTRA.csv) 
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12 Correlation and Regression 

Files needed: 
chapter12.csv 

chapter12_dsc.csv 

12.1 Correlation 

In the previous chapter we analyzed the relationship between nominal variables (groups, like male/female; 
or cities). In this chapter we discuss the relationship between two variables measured at an interval or 
ratio scale (e.g. cost; profit; Likert scales). Since the two variables have meaningful values we can use a 
scattergram to depict our cases (or respondents). 

In the example of Landers, we have data on the costs spent on projects, and the profitability of the project.  

 
Figure 12.1: Data for Chapter 12 

We make a scattergram, and fit a regression line. 

Self-test questions 

What you prefer on the vertical axis: cost or profit? Why?  

[It is common to have the explanatory variable on the horizontal (x) axis, and the variable to be explained 
on the vertical (y) axis!] 

Figure out how to switch the axes in JASP! 
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Figure 12.1: Scattergram of the data 

The “regression line” slopes upward, indicating a positive correlation between the variables. Some points 
are quite far from the line-of-best-fit, indicating that the correlation is not perfect. Our statistical interest 
would be to know if the correlation is significantly different from zero. 

 
Figure 12.2: Scattergram of the data 

The correlation coefficient is 0.611. Since our sample is small, the confidence interval is quite wide, ranging 
from .057 to .877. In repeated sampling, 95% of the correlations found would be in this interval.  

Since a correlation of zero is well outside of this range, we can conclude that the correlation is significantly 
different from zero.  

In a formal hypothesis test, the probability of finding a correlation of 0.611 in a sample of this size under 
the null hypothesis that there is no correlation in the population from which this sample is drawn, is 3.5% 
(0.035). When testing at 95% confidence (and hence α = 0.05), we conclude that the correlation between 
the two variables significantly different from zero. The correlation coefficient itself is a measure of effect 
size. The effect here is strong.  
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As Landers explains, it’s good to compute the coefficient of determination which is the square of the 
correlation coefficient. The reason is that the coefficient of determination has a clear interpretation: it 
indicates how much of the variance the two variables have in common. Here, it’s 0.61² = 0.37 (or 37%).  

12.2 Simple Linear Regression 

In regression analysis we make a distinction between the dependent variable, and independent 
(explanatory) variables. In simple regression analysis we have one dependent and one independent 
variable, but the idea can be expanded to the situation of one dependent and two or more independent 
variables.  

Regression analysis is quite flexible: we can use categorical variables as independent variables (using 
dummy variables, or factor variables); we can estimate relationships that are nonlinear; in the 
“family” of regression techniques we can also estimate models in which the dependent variable is a 
grouping variable. These extensions are beyond the scope of this module.  

We will stick to the fundamentals of regression analysis as discussed in Landers. Regression analysis in 
JASP is found under the <Regression> tab. You can click one variable to the dependent variable box, and 
one or more (non-categorical) variables to the Covariates box.   

 
Figure 12.3: Regression Analysis in JASP  

The vital statistics are: 

▪ The coefficients. The intercept is of less relevance here but “locates” the graph. The coefficient for cost 
indicates how much the profit percentage increases with a unit increase in cost. 

▪ The R² gives us the coefficient of determination (same as the multiple R-squared as we saw earlier on). 
Again, we conclude that 37% of the variation in profit is explained by variations in cost. 

▪ The t-statistic tells us that the coefficient for cost is significant at the 5% level (t=2.44; p=3.5%).  

▪ The F-statistic tells us that the overall model is significant; since we have only one independent variable 
in the model, we knew that already from the t-statistic.  

It is not a coincidence that the p-value for the F-statistic is identical to the t-statistic for the coefficient; the 
F statistic here is the square of the t-statistic. In case of one independent variable it is redundant to report 
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both! Only for “multiple” regression with two or more independent variables, does the F-statistic add 
information. 

Now it should be easy to follow Landers’ discussion on page 339 and 340, on predicting values from a 
regression line. 

Once the regression model has been estimated you can compute predicted values.  

The regression function is:  

𝑃𝑟𝑜𝑓𝑖𝑡 = 39.369 + 0.066 ∗ 𝐶𝑜𝑠𝑡 

The predicted profit for a project costing 300, is:  

𝑃𝑟𝑜𝑓𝑖𝑡 = 39.369 + 0.066 ∗ 300 = 59.169 

 

12.3 Data Skill Challenge 

Shane works at an ice cream store. He notices that on every warm day his boss makes sure to have extra 
supplies in anticipation of having a lot of customers. Shane decided to test whether he can predict the 
number of customers based on the temperature. If so, how many customers should he expect if the 

temperature is 38C? He tracks the temperature and the number of customers for one week. His data 
are provided below.  

(a) Compute the correlation between the number of customers and temperature 

(b) Make a scattergram with number of customers (on the vertical axis) and temperature 

(c) Estimate the regression line; is the coefficient for temperature significant? 

(d) Predict the number of customers if the temperature is 38C 

 

Temperature (degrees C) # of customers 

22 28 
25 24 
29 32 

28 33 
35 52 
32 47 
30 45 

Figure 12.4: Data for Data Skill Challenge (chaoter12_dsc.csv) 
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From the output we learn that 81% of the variation in the number of customers is explained by the model. 
The scattergram indicates that, as expected, ice-cream sales go up with temperature. 

The coefficient for Temp is significantly different from zero as indicated by the high t-value of 4.611. A 
value that high has a probability of 0.006 (or 0.6%) which is well below the 5% benchmark. 

The F-statistic indicates that the regression model as a whole is significant, but with one independent 
variable the t-value for the one independent variable and the F-statistic are equivalent. You can see that 
from the identical probabilities; the F-statistic here is the square of the t-statistic. Only in regression 
models with two or more independent variables the F-statistic would add information. 

Since the model seems to make sense we can now write the function for the regression line: 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 =  −26.512 + 2.222 ∗ 𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 

The “intercept” of -26.512 is the number of customers when the temperature drops to zero. This obviously 
doesn’t make sense. A negative number implies that customers are sending their back ice-creams to the 
store (luckily, they won’t melt at 0 degrees). The regression line is based on observations in a small range 

of temperatures; in our sample the temperature is in the 22 to 35C range and we have to be very careful 
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in making predictions for temperatures outside of that range. Temperatures of 0C are unlikely to occur 
anyway, in summer – depending on where you’re living of course. In general, the intercept is in most 
regression models not that relevant; it just “locates” the regression line. The main interest is in the 
coefficient for Temp. It is estimated that we have 2.222 extra customers with every 1 degree increase in 
temperature. 

The predicted number of customers at a 38C temperature then is: -26.512 + 38*2.222 = 57.924 (57 or 58, 
if we don’t allow broken persons to buy our product). 
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Concluding Remarks 
We hope that this manual has taught you the fundamentals of business statistics, and how to use Excel 
and JASP to perform basic analyses. The book by Landers or any other textbook on basic statistics, and this 
manual serve as a primer in basic statistics, and enable you to deal with the majority of statistical 
challenges that you will encounter in your study or profession. 

For more advanced quantitative academic research, at masters or doctoral level, you might have to dig 
deeper. To this end, we have developed many modules to learn about other techniques, with regression 
analysis as discussed in chapter 12 of this manual as a starting point. For advanced statistical analysis we 
recommend using STATA or R.  
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Assignment 
1. Here are the sales data for the branch offices of a sales organization 
▪ Branch 1: West, 20 units sold, € 34,000 
▪ Branch 2: West, 40 units sold, € 50,000 
▪ Branch 3: East, 16 units sold, € 35,000 
▪ Branch 4: East, 93 units sold, € 85,000 

Place the scores in a dataset (preferably Excel), in rows and columns as appropriate. Don’t forget to 
add a column for the branch number. Describe the data, after reading the data into JASP.  

2. Read the data of Assignment_2.csv in JASP. The dataset contains data on orders by representatives, in 
several regions of the country.  

Make a plan-of-analysis for this dataset, and report the results (to the sales manager). At a minimum, 
address the following issues: overall sales; sales by region and representative; distribution of order 
sizes; and unit price per item.  

3. Given the dataset: 2, 3, 3, 1, 4, 2, 3 

a. Convert each score into a Z-score 
b. What percentage of cases would you expect to fall below 3? 
c. What score would be at the 40th percentile? 

4. Your organization has conducted a consumer satisfaction survey, finding these overall satisfaction 
scores: 1, 5, 3, 2, 4, 1, 1, 2, 4, 4, 3, 5, 2, 3, 5, 2, 3, 4, 4, 3, 5, 4 

Describe the information, and find the confidence interval for the mean.   

5. The manager of Petra, an employee at a call center, has asked her to determine whether the average 
number of complaints received by the workers at their branch, is different from the average number 
of complaints for the company overall. The company receives 24 complaints per day with a standard 
deviation of 5.25.  

The sample data for Petra’s branch, for 5 days, are 23; 28; 34; 26 and 32.  

Conduct the complete hypothesis testing process with this dataset. 

6. A regional manager implements a policy change for stores in his region to begin greeting customers 
whenever they are standing within a 3-meter distance in a store. He compares employee satisfaction 
for five employees, from pre-change to post-change. Employee satisfaction is measured on a 1-5 scale 
(very dissatisfied to very satisfied). He expects that his stores will have different ratings before and after 
the change. 

Mean employee satisfaction of five sampled employees (A-E) are: 4, 4, 3, 5, 4 (before) and 3, 2, 1, 2, 2 
(after).  

Conduct the complete hypothesis testing process with this dataset. 

7. Lionel is a waiter at a local diner. He notices that he earns less tips when he works the lunch shift 
compared with the breakfast or dinner shift. He is curious whether customers tip differently depending 
on the time of the day, and decides to test this by comparing the average amount tipped during each 
shift for one week.  
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The data are in the table below. 

Breakfast Lunch Dinner 

3 3 5 

2 1 4 

3 2 5 

6 5 6 

1 4 8 

4 4 5 

5 2 2 

 

Conduct the complete hypothesis testing process with this dataset. 

8. Sebastian manages the food services division at an amusement park. He wants to know of there is an 
interaction between the type of food sold and the color of the food cart. His cart currently sells hot 
dogs, ice cream and popcorn. He paints half of his carts blue, and the other half red. He records the 
number of sales for each food cart.  

 Hot Dogs Ice Cream Popcorn 

Red  10 8 15 

Blue 12 22 19 

 Conduct the complete hypothesis testing process with this dataset. 

9. Klaus is an office manager at a data entry company. He is interested in finding ways to improve 
employee productivity. He wonders if the number of hours worked is related to productivity. To test 
this, he installs software on each of his employees’ computers that measures how many cells of data 
they enter and how long they work. The data are provided below.  

# of Minutes Worked # of Cells Entered 

240 500 

390 18 

495 592 

270 340 

345 689 

525 703 

330 440 

435 478 

Conduct the complete hypothesis testing process with this dataset. 

10. Design a quantitative study on your own. Think of an interesting research question, and collect relevant 
data. Formulate your hypothesis, and test the hypothesis using the data that you have collected!  

 

 

 

 


